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Abstract

Nearly all generalized wave continuity (GWC)-based models utilize the velocity-based, non-conservative form of the momentum

equation to obtain the depth-averaged changes in velocity. It has been hypothesized that a flux-based, conservative form of the

momentum equation may improve accuracy and stability. Herein, we study the impact of the choice of dependent variable and form

of the momentum equation in a GWC-based finite element shallow water model. The impact of this change on mass balance, sta-

bility, and accuracy (spatial and temporal) is rigorously assessed, first for 1D barotropic flows and then for 2D barotropic flows in a

variety of basins. Both 1D and 2D results indicate that the conservative form improves mass balance on both global and local scales,

with the most significant gains found in local mass balance in areas with steep bathymetry gradients. This is also the region where the

conservative form shows an increase in local spatial accuracy. Taylor series analysis and numerical simulations indicate a strong

correlation between local spatial truncation errors and local mass balance errors. Stability, temporal accuracy and global spatial

accuracy do not show statistically significant changes between the two algorithms in both 1D and 2D studies.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Shallow water equations are used to describe the

hydrodynamic behavior of oceans, estuaries, coastal re-

gions, lakes and impoundments. The depth-averaged

versions of the conservation of mass and momentum

form the basis of the shallow water equations in their
native or primitive form. Early finite-element based shal-

low water models that utilized the primitive form of the

shallow water equation suffered from stability problems

due to spurious oscillations in the solutions. In 1979,

Lynch and Gray [18] introduced the wave continuity
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equation (WCE), which eliminated the spurious oscilla-

tions in the solution without having to dampen the

solution numerically or artificially. Kinnmark [11] deter-

mined in 1986 that there was no loss in the propagation

characteristics of the wave continuity equation if a

numerical parameter, G, was introduced, thus obtaining

the generalized wave continuity (GWC) equation (see
Section 2 for more details on the GWC).

Finite element shallow water models based on the

GWC equation may be prone to errors in local mass con-

servation [1,11–14,19], as measured by direct integration

of the continuity equation (also referred to in the litera-

ture as a ‘‘finite volume’’ approach). We acknowledge the

recent work of Hughes et al. [10] and Berger and How-

ington [2], who argue that continuous Galerkin finite
elements are locally conservative, provided that the

external flux is computed in a method consistent with
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the discretization, e.g., a weighted residual boundary

integral. A full comparison of the two approaches (finite

volume vs. weighted residual) is beyond the scope of this

work, but our experience with the ‘‘consistent flux’’ ap-

proach of Hughes and Berger indicates it is not sensitive

to grid resolution (mass balance error does not change
with decreasing resolution). Hence, it does not provide

a measure of solution accuracy. On the other hand, the

finite volume approach can provide such information,

which is an issue we explore in Section 4.5.

Keeping with the finite volume method of computing

mass balance errors, we note that these errors are partic-

ularly large for highly non-linear flows, which include

shallow, converging sections around barrier islands
and flood waves propagating onto dry land [12,14].

Kinnmark provided the first theoretical analysis of the

mass conserving properties of the GWC equation [11].

The GWC equation, which is part of a class of derivative

equations, allows for a larger solution space than does

the primitive form of the equations. In order to restrict

this solution space, Kinnmark determined that several

auxiliary conditions must be met. He obtained the
auxiliary conditions by determining the equivalence be-

tween the primitive form of the shallow water equations,

including the conservative form of the momentum and

continuity equations, and other formulations, such as

the wave continuity equation. Kinnmark determined

that the continuity equation, including its boundary

conditions, must be exactly satisfied during spin-up in

order for mass to be conserved. However, because of
roundoff errors and other noise that occurs during

spin-up of a numerical model, this cannot always be

guaranteed. Supporting this observation were Walters

and Carey, who hypothesized that the vanishing of

the derivative of the continuity equation with respect

to time is not sufficient to ensure that mass is conser-

ved [20]. Because the first condition cannot always be

satisfied, Kinnmark investigated two other auxiliary
conditions, of which one must be met. First, if the

non-conservative momentum (NCM) equation is used,

then G > $ Æ v (where G is the GWC equation numerical

parameter and v is the depth-averaged velocity field). In

practice, because an upper bound exists on G above

which spurious modes are generated, one cannot guar-

antee that this requirement is satisfied for a time-depen-

dent velocity field. Second, if the conservative form of
the momentum equation (CM) is used, then G > 0,

which is a condition that can always be met [11].

Aldama et al. analyzed mass conservation of the

GWC and NCM equations in their continuous and dis-

crete forms, using both a Taylor–Frechet and Fourier

series analysis [1]. In their analysis of the discrete form

of the equations, they found that the GWC formulation

is not consistent with the mass conservation principle,
and the mass conservation error was proportional to

e�Gt. For a given time, as G! 1, the error approaches
zero. A balance between the choice of G and the amount

of residual error must be obtained, because, as G! 1,

the GWC equation approaches the primitive form of the

continuity equations and produces spurious oscillations.

In concurrent studies, Kolar et al. [12–14] examined

the sensitivity of mass conservation to the G parameter
and boundary conditions. In two of these studies, they

determined that implementing mass conserving bound-

ary conditions improves global mass balance errors

without increasing G and improves local mass balance

errors with a lesser value of G [12,13]. Also, Lynch

and Holboke analyzed the mass conservative boundary

conditions in a 3D framework and determined the

boundary conditions could be implemented differently
to improve the global mass conservation; however, local

mass conservation was not analyzed [19].

In another study, Kolar et al. also examined recasting

the advective term in the GWC equation into non-con-

servative form so that it mimics the formulation in the

NCM equation [14]. They found that global mass con-

servation is improved; however, local mass conservation

errors persisted. In summary, they recommended that
GWC models match the form of the advective terms

and that the ratio of G/smax is 1 6 G/smax 6 10, where

s is the bottom friction coefficient as determined from

a quadratic friction law:

s ¼ Cf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu2 þ v2Þ

p
H

ð1Þ

and smax is the largest magnitude of s over the spatial
domain. In Eq. (1), u and v are depth-averaged veloci-

ties,H is the total water depth, and Cf is the bottom fric-

tion parameter. When the ratio falls within this range,

the non-linear constituent errors and the global and

local mass balance errors are both minimized without
introducing spurious modes [14].

Several studies have examined the relationship be-

tween the meshing criteria and grid convergence

[3,8,9,16]. In particular, Hagen et al. [8,9] developed a

meshing technique that examines the local truncation

error associated with the linearized form of the NCM

equation. This study showed that refinement in areas

where truncation error is large (e.g., in areas where steep
bathymetry gradients occur) and coarsening in areas

where truncation error is small, improves the overall

accuracy of the solution without increasing the compu-

tational burden. These areas correspond to where the

velocity-based NCM solution changes rapidly.

From the literature cited above, we observe the fol-

lowing about NCM-based GWC equation models: (1)

local mass balance errors (as measured by direct integra-
tion of the continuity equation) and instabilities can

occur, particularly in regions with highly non-linear

flows; (2) numerical and analytical studies demonstrate

that the problem can be lessened, but not eliminated,

by proper choice of G, by reformulating the advective



K.M. Dresback et al. / Advances in Water Resources 28 (2005) 345–358 347
terms, and by proper treatment of the boundary condi-

tions; and (3) high levels of grid refinement are needed in

areas with steep bathymetry gradients to minimize trun-

cation errors. Based on these observations, we hypothe-

size that changing to the conservative form of the

momentum equation, which is flux-based and not veloc-
ity-based, will improve both global and local mass

conservation, eliminate the need to reformulate the

advective term between the governing equations, and

lessen the need for extensive refinement in areas with

steep bathymetry gradients due to flux varying more

slowly than velocity in these regions. Also, use of the

conservative form of the momentum equation makes it

more natural to bring in flux boundary conditions and
facilitates coupled models (e.g., discontinuous and con-

tinuous Galerkin methods [4,5]). Thus, the primary

objective of this paper is to assess the impact of the con-

servative form of the momentum equation on mass con-

servation, stability, temporal and spatial accuracy for

GWC-based finite element models. Numerical simula-

tions will be conducted with the ADCIRC (ADvanced

CIRCulation model [17]) family of models.
2. Background

Testing of the conservative form of the momentum

equation (CM) was done with both the 1D and 2D ver-

sion of ADCIRC. If the operator L represents the prim-

itive continuity equation and Mc the conservative form
of the momentum equation, then the GWC equation is

obtained from the following operation:

oL
ot

þ GL�r 	Mc ¼ 0 ð2Þ

In Eq. (2) G controls the relative weight of the primitive

continuity equation, such that if G! 0, the equation be-

comes a pure wave continuity equation, whereas if

G! 1, the equation is a pure primitive continuity

equation.

In the 1D version, we neglect atmospheric and tidal

potential forcings and assume the eddy viscosity is con-

stant; the standard form of the ADCIRC model equa-
tions (GWC, NCM and CM, Eqs. (3)–(5), respectively)

are as follows:

o
2f
ot2

þ G
of
ot

� q
oG
ox

� o

ox
oðquÞ
ox

þ ðG� sÞqþ gH
of
ox

� e
o
2q
ox2

� �
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þ u
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ox
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of
ox

� e
H

o
2ðHuÞ
ox2

¼ 0 ð4Þ

oðqÞ
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þ oðquÞ
ox

þ sqþ gH
of
ox

� e
o
2q
ox2

¼ 0 ð5Þ
where q = Hu is the depth-averaged flux, u is the depth-

averaged velocity, s = Cf(juj/H), e is the eddy viscosity, t
is time, f is the elevation of the water surface above the
datum, x is distance, G is the GWC numerical parameter

and H = h + f is total water column depth.
In the 1D studies with the GWC–NCM model, the

advective term in the GWC equation takes on two differ-

ent forms, consistent or inconsistent. The inconsistent

form is developed from Eqs. (3) and (4) because the

advective term in the GWC equation is in conservative

form and the advective term in the NCM equation is

in non-conservative form. In the consistent formulation,

the advective term in the GWC equation is altered to the

non-conservative form (as reported in [14]) by introduc-
ing the primitive continuity equation so that a second-

order space derivative is replaced by a mixed space

and time derivative.

Equations for the 2D ADCIRC model (GWC, NCM

and CM, Eqs. (6)–(8), respectively) with a constant eddy

viscosity are as follows:

o2f
ot2

þ G
of
ot

� qr 	 G�r 	
�
r 	 ðqvÞ þ f � qþ ðG� sÞq

þHr pa
q
þ gðf � agÞ

� �
� A� er2ðqÞ

�
¼ 0 ð6Þ

oðvÞ
ot

þ vr 	 ðvÞ þ svþ f � vþr pa
q
þ gðf � agÞ

� �

� A

H
� e
H
r2ðHvÞ ¼ 0 ð7Þ

oðqÞ
ot

þr 	 ðqvÞ þ sqþ f � qþ Hr pa
q
þ gðf � agÞ

� �
� A� er2ðqÞ ¼ 0 ð8Þ

New terms in these equations are as follows: q = Hv is

the depth-averaged flux, v is the depth-averaged velocity,

f is the Coriolis parameter, given by 2X sin/, X is the

angular velocity of the earth and / is latitude, g is grav-

ity, a is the earth elasticity factor, A is the wind stress on

the water surface, g is the Newtonian equilibrium tidal

potential, q is density, and pa is barometric pressure.
In ADCIRC, linear finite elements are used for the

spatial discretization, while for the temporal discretiza-

tion, a three time-level scheme centered at k is used in

Eqs. (3) and (6) and a two time-level scheme centered

at k + 1/2 is used in Eqs. (4), (5), (7) and (8). Flux-based

(CM equation) solutions are obtained by first solving Eq.

(3) or (6) for the elevation change and then using Eq. (5)

or (8), depending on 1D or 2D; in either case, new veloc-
ity values are obtained by dividing the nodal flux by the

total water depth at that point. Velocity-based (NCM

equation) solutions substitute Eq. (4) for (5) and Eq.

(7) for (8). Ocean boundaries are treated as essential con-

ditions in the continuity equation while flux boundaries

are treated as natural in the continuity equation and
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essential in the momentum equation. This implementa-

tion is often referred to as ‘‘conventional’’ treatment.

In order to keep the focus on the form of the momentum

equation, we did not examine alternative treatments.
3. Procedures

3.1. Mass conservation

In order to evaluate the changes to mass balance er-

rors, we compare the accumulation of mass to the net

flux of the mass leaving the element or domain by di-

rectly integrating the primitive continuity equation, as
has been done in similar studies [14]. In brief, the nodal

variables are expanded in space using their linear basis

functions and integrated exactly, while the time integral

is approximated with the trapezoidal rule. For details,

we refer the reader to Ref. [14]. In this paper, we present

the mass balance errors as the average absolute error

over the simulation time. We average these errors over

time for both local and global results. As noted in Sec-
tion 1, we are purposely using the ‘‘finite volume’’ ap-

proach of checking mass balance because of the

diagnostics it provides (see Section 4.5).

3.2. Stability

To evaluate stability heuristically, we obtain the max-

imum stable time step for a given simulation from the
following procedures: (1) Find the maximum allowable

time step with the NCM equation to the nearest five sec-

onds; (2) Find the maximum allowable time step with

the CM equation to the nearest five seconds; and (3)

Compare the results from both equations and determine

the percent change between the two results.

3.3. Accuracy

3.3.1. Temporal

In this study, we do not change the algorithm to

approximate the time derivatives in the momentum

equation; therefore temporal accuracy should not be

influenced. To verify this, we looked at the global tem-

poral accuracy and found that in neither 1D nor 2D

did the change in the form of the momentum equation
significantly influence the temporal accuracy conver-

gence rates for any of the domains evaluated. This is

also evident in the Taylor Series expansions of the dis-

crete equations, in which both momentum equations

are first order accurate in time for non-linear problems.

(The full expansions are given in Ref. [7].)

3.3.2. Global spatial accuracy

Numerically, the ‘‘true solutions’’ for the 1D experi-

ments were chosen by performing a grid convergence
test where refinement of the grid occurred until a chosen

convergence criterion (errors on the order of 10�6 m or

m/s) was met. We then compared fine and coarse grid re-

sults to measure the errors, as expressed by L2 and L1
norms. For the L2 errors, we averaged these errors over

time to provide one data value for every grid resolution
studied.

3.3.3. Local spatial accuracy

For 1D, we utilized the same grid convergence proce-

dures outlined under global accuracy to establish the

‘‘true solution’’. We then compared fine and coarse grid

results to measure the errors, as expressed by the aver-

age nodal error over the number of tidal cycles. In this
case, the errors were averaged over time but not over

space so the results are shown on a nodal basis. For

the 2D spatial accuracy experiments, Cumulative Area

Fraction Error (CAFE) [16] plots provide information

on local accuracy changes. CAFE plots produce abso-

lute and relative errors between two simulations of the

same domains with the same temporal resolution, but

different spatial resolutions. A discussion of the CAFE
plots and how to read them can be found in Refs.

[6,9]. To develop CAFE plots for this study, we used

the following steps: (1) Harmonic data is recorded for

the NCM equation over several tidal cycles for both a

coarse and fine spatial resolution; (2) Harmonic data is

recorded for the CM equation over several tidal cycles

for the same coarse and fine spatial resolution; (3) Abso-

lute and relative errors are calculated for each form of
the momentum equation; (4) Cumulative errors for both

equations are computed; and (5) Results are plotted on

the same graph to determine the percent area exceeding

a certain criteria for convergence.
4. One-dimensional numerical experiments

4.1. Domains evaluated

Four 1D domains were used to examine the effects of

the conservative form of the momentum equation: a

constant bathymetry of 5 m (Fig. 1a); a parabolic

bathymetry (Fig. 1b, also denoted ‘‘quadratic’’), which

has a rate of rise that varies as a second-order polyno-

mial; the Western North Atlantic bathymetry (Fig. 1c,
also denoted ‘‘eastcoast’’), which is a 1D slice across

the eastern United States continental shelf out into the

deep Atlantic Ocean; and a sinusoidal varying bathym-

etry (Fig. 1d, also denoted ‘‘sinusoidal’’). The sinusoidal

bathymetry induces diverging and converging flow fields

in a 1D setting. Each of the domains used the following

simulation conditions: an eddy viscosity parameter of

zero, a 1-m M2 tidal forcing at the ocean boundary (a
forcing that we have found through experience to pro-

duce critical responses in the system), and no normal
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Fig. 1. Schematics of the 1D domains: (a) constant, (b) quadratic, (c) eastcoast and (d) sinusoidal.
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flux at the land boundary. Maximum and minimum

bathymetry values for the parabolic domain are 300

and 3 m, respectively; for the Western North Atlantic,

the maximum and minimum bathymetry values are

5000 and 20 m, respectively; for the sinusoidal domain,

the maximum and minimum bathymetry values are

200 and 2.5 m, respectively, with the minimum depth

occurring in the center of the domain. In general, we
used one of two different spatial discretization tech-

niques, constant and variable, for these domains. In

what follows, the k/Dx ratio is defined as

k
Dx

¼
ffiffiffiffiffi
gh

p
� T

Dx
ð9Þ
Table 1

Meshing criteria for the 1D numerical experiments

Domain Spacing criteria Numerical experiments

Mass conservation S

Global Local G

Constant Constanta 51 NAb N

Quadratic Constant 201 76c V

Quadratic Variabled 300 300 V

Eastcoast Constant 201 101 V

Eastcoast Variable 300 300 V

Eastcoast LTEA NA 46 N

Sinusoidal Constant 100 41 V

Sinusoidal Variable 300 300 V

a Number of nodes is given for constant spacing.
b NA—experiments were not performed with this domain and nodal spaci
c Chosen to have approximately same # of nodes as the variable spacing c
d The k/Dx ratio is given for variable spacing.
where h is the bathymetry, T indicates the period of the

tidal constituent and Dx is the nodal spacing. For a con-
stant spatial discretization of a domain, we divided the

reach into N equal-sized elements, where N was chosen

(see Table 1) to produce the desired k/Dx ratio for the
M2 wave in the shallowest (i.e., most critical) region.

Of course, this means that in the deeper portions of

these domains, the M2 wave is even more finely resolved.
As for the variable spatial discretization, we keep the

k/Dx ratio constant to determine the Dx values for all
of the domains. In this method, the initial node is placed

at the land boundary, the wavelength is determined

from the nodal bathymetry, and then a Dx value is
patial accuracy Stability

lobal Local

A NA 51

aries—11 to 1001 NA 201

aries—25 to 5000 NA 300

aries—11 to 2001 101, 201, 401, 801 201

aries—25 to 5000 300, 1200, 5000 300

A 46 NA

aries—11 to 1001 NA 43

aries—100 to 10,000 300, 1000, 5000 300

ng.

riteria.
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Fig. 3. Errors in the global mass conservation for all the domains;
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calculated from the ratio shown in Eq. (9). The next

node is placed at this Dx distance from the land bound-

ary. From a background grid of bathymetry, we deter-

mine the bathymetry at this location and use it to

obtain the wavelength value. Then using the chosen k/
Dx ratio, we determine the new Dx value, which is

placed that distance from the previously defined node.

Fig. 2 shows a schematic of a variable k/Dx grid and
the placement of the nodes for the eastcoast domain

using a k/Dx ratio of 300.
For one study, we also utilized another variable grid

meshing criteria that is developed from a local trun-

cation error analysis (LTEA) of the velocity-based

non-conservative momentum equation. This meshing

criteria, developed by Hagen et al. [8,9], places more

nodes in the areas where high local truncation errors
exist. These areas tend to be where there are steep topog-

raphy changes, such as the continental rise in the east-

coast domain.

A summary of the meshing criteria for all of the 1D

numerical experiments is provided in Table 1. For each

of the 1D experiments, we indicate the nodal spacing

technique used and the meshing criteria, which is either

the number of nodes for constant nodal spacing or the k/
Dx ratio for variable nodal spacing. Multiple values are
included when the experiment called for multiple grids,

such as an analysis of spatial accuracy.

4.2. Mass conservation

We first investigated the impact of the CM equation

on mass conservation, an issue that has been noted to
plague non-linear applications when measured using a

finite volume approach [1,11–14,19] (also see second

paragraph in Section 1). Experiments in this section

utilize the procedures referenced in Section 3.1. In the

studies herein, we computed mass conservation errors

for the NCM equation using the following formulations:
(1) the inconsistent form of the advective terms, which

means the GWC equation advective terms are in conser-

vative form and the NCM advective terms are in non-

conservative form; and (2) the consistent form of the

advective terms, which means the GWC equation and

the advective terms in the NCM equation are in the
non-conservative form (requires manipulation of the

GWC equation, as reported in [14]). We evaluated

the errors in global and local mass conservation for

six M2 tidal cycles for all domains utilizing a 5-s time

step.
4.2.1. Global mass conservation

Fig. 3 presents the average absolute error in the glo-
bal mass balance for the NCM and CM equations for all

domains, using two types of meshing, constant (C) and

variable (V). All parameter values are the same within

each domain. Results show that adopting the CM equa-

tion improves global mass balance in most of the do-

mains. Improvement in the global mass balance errors

for the CM equation is less evident with the variable

nodal spacing than with the constant nodal spacing
(for a given domain); the latter shows up to two orders

of magnitude improvement, except for the eastcoast

domain. The behavior of the eastcoast results can be ex-

plained by noting the large percentage of the domain

with deep bathymetry where the non-linear terms are

not significant, thus the form of the advective terms is

insignificant. (We will explore this issue further later in

Section 4.5.) A consistent treatment of the advective
terms (diagonals) partially offsets the mass balance

improvement realized by the CM equation, thus indicat-

ing that both the form of the advective terms and the

choice of dependent variable plays a role. This is ex-

plored further in Section 4.5.
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4.2.2. Local mass conservation

For local mass conservation, we looked at two do-

mains with steep bathymetry gradients: the eastcoast

(Fig. 1c) and the sinusoidal (Fig. 1d). Both cases use

constant and variable nodal spacing. Results using the

variable nodal spacing are shown in Fig. 4. A schematic
of the bathymetry for each domain is also shown by the

short dashed line in the figure. In these experiments, we

evaluated local mass balance errors for the NCM equa-

tion with the two forms of the GWC advective terms;

the inconsistent form and the consistent form (see Sec-

tion 2). As can be seen, the CM formulation provides

a significant error reduction in areas where there is a

steep bathymetry gradient. In contrast, we find that
the NCM results show large local mass balance errors

where a steep bathymetry gradient occurs, regardless

of the treatment of the advective terms. For the east-

coast domain, we determined from numerical experi-

ments that the grid spacing for the NCM simulation

would have to be decreased by a factor of 20 (consistent

advective terms) or 115 (inconsistent advective terms) in

order to have the same level of local mass balance error
as the CM equation.

In Fig. 4, note that the open boundary (element 107

in Fig. 4a and 40 in Fig. 4b) shows larger local mass bal-

ance errors than the land boundary, which corresponds

to earlier findings for a ‘‘conventional’’ treatment of

boundary conditions [14]. As mentioned, because this

manuscript focuses on the form of the momentum equa-

tion, we did not revisit the boundary condition issue.
Also, note that for the quadratic bathymetry (not

shown), we observed a decrease in the local mass errors

at the land boundary for the CM equation as compared

to the NCM equation. Overall, the CM equation im-

proves the local mass balance errors in the domains

evaluated with the greatest gains seen in areas of steep

bathymetry changes, which correspond to areas where

the non-linear terms are dominant.
We also examined the influence of the type of spatial

discretization (constant vs. variable node spacing) on

local mass conservation. Similar results as given in
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Fig. 4. Local mass conservation results for two formulations of the momen

shown in the figure. Note that the bathymetry is not to scale.
Fig. 4 were found for constant nodal spacing using

approximately the same number of nodes, but with

higher differences between the local mass balance errors

for the two forms of the momentum equations. For

example in the eastcoast domain, the local mass bal-

ance errors increased by approximately 30% for the
NCM equation in the area of the steep bathymetry

change. In all cases, the local mass balance errors for

the CM equation decrease as compared to the errors

for NCM equation.

4.3. Spatial accuracy

4.3.1. Global spatial accuracy

We evaluated the CM algorithm�s impact on global
spatial accuracy following the procedures presented in

Section 3.3.2. For the 1D experiments, we looked at

two techniques of obtaining the ‘‘true solution’’, one

based on the k/Dx ratio and one based on successively
refining Dx on a uniform mesh by a factor of two. For

the k/Dx approach, we found that a ratio of 5000 pro-
vided the desired convergence criteria for all the do-
mains evaluated; while for the other method, we found

that a resolution of Dx = 61 m for eastcoast domain,

Dx = 25 m for the sinusoidal domain, and Dx = 24 m
for the quadratic domain meets the convergence criteria.

A cross comparison of these ‘‘true solutions’’ shows that

the results were nearly identical, so the k/Dx ratio is used
in the remainder of this subsection. The global spatial

accuracy experiments used both constant and variable
nodal spacing, with the ranges of grid refinement shown

in Table 1, and a time step of 1 s. Results (not shown)

from these domains produced similar convergence rates

for both forms of the momentum equation. Therefore,

no significant effect is seen on the global spatial accuracy

results when utilizing the conservative form of the

momentum equation.

4.3.2. Local spatial accuracy

Next, we looked at the CM algorithm�s impact on lo-
cal spatial accuracy following the procedures presented
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in Section 3.3.3. Based on the local mass conservation

results, we focused on the eastcoast and sinusoidal do-

mains, as these show the greatest change in local mass

conservation errors. The ‘‘true solution’’ based on a uni-

form mesh was employed for both domains. The grid

resolution parameters are shown in Table 1.
Results for the variable-spaced grids for these do-

mains are shown in Fig. 5, with a schematic of the

bathymetry shown by the shorter dashed lines. The

figures indicate that the CM equation increases the

local spatial accuracy, particularly along areas of steep

topography changes. The highest error with the non-

conservative form of the momentum equation occurs

at the top of the continental shelf area for the eastcoast
domain. In the sinusoidal domain, we find that the non-

conservative momentum equation has higher local spa-

tial errors before and after the bathymetry rise than

the conservative momentum equation results; while,

the conservative momentum equation shows an increase

in error at the peak of the bathymetry. In Fig. 5b, it is

interesting and important to note that the NCM local

spatial errors shows a similar 3-peak pattern as the
local mass errors of Fig. 4b. Note that both momentum

equations show an error near the land boundary in

both domains. Local accuracy results differ from

global accuracy because the latter averages the errors

over the domain, which tends to smooth out the local

errors.

Finally, we looked at the interaction of the meshing

criteria with the form of the momentum equation. In
particular, for the eastcoast domain, we analyzed two

variable meshes with the same number of nodes; one

using the k/Dx ratio and one based on the LTEA. Re-
sults show that the CM formulation is less sensitive to

the meshing criteria, but that the LTEA reduces peak

errors in the NCM formulation by two orders of magni-

tude (i.e., reduces it to the same as the CM formulation).

Such a result is not surprising in that the LTEA method
uses truncation error estimates from the velocity-based

NCM equation.
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Fig. 5. Local spatial accuracy results (average velocity errors) for the (a) eas

that the bathymetry is not to scale. Nodal spacing is given in Table 1. Resu
4.4. Stability

Several numerical experiments were set up to examine

the impact of the CM equation on stability, follow-

ing the procedures discussed in Section 3.2. In all of

the domains evaluated, results show no significant
change in stability between the two algorithms, thus

indicating that the CM equation does not influence

stability.

4.5. Discussion

A broader look at the results of the previous sections

suggests two trends. First, both the CM and NCM equa-
tions produce similar results in parts of the domain, e.g.,

in the deep water portion of the eastcoast domain, where

the flow physics is nearly linear, neither the CM or

NCM show large local mass balance errors (see Fig.

4a). But in regions of sharp bathymetric gradients, they

differ significantly. In particular, note that the CM equa-

tion does not show the same local mass balance error

spikes in these regions as does the NCM algorithm, as
can been seen in Fig. 4a over the continental rise and

Fig. 4b over the rise in bathymetry. It is precisely in

these same regions where the non-linear advective terms

are significant, so we will look for a correlation through

simulation and analyses.

Second, the parallel behavior of the error in the local

mass balance graph and the error in the local accuracy

graph (cf. Figs. 4a and 5a) and the similar 3-peak pat-
tern of the NCM results between Figs. 4b and 5b sug-

gests that the two are related. In other words, can the

finite volume method of computing mass balance serve

as a surrogate variable for truncation error? This issue

is also explored in this section.

To examine the behavior of the local truncation error

for the advective terms further, we present the trunca-

tion error expressions for the advective terms in the
NCM and CM equations below, as obtained from a

Taylor Series expansion of the discrete equations. (The
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full expansion is too lengthy to be repeated here, but the

interested reader can find the results in Refs. [7,15].)
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Note that the truncation error for each is formally first

order accurate for unequal nodal spacing, but is sec-

ond-order accurate for constant grid spacing, as would

be expected for linear Galerkin finite elements. Because

the flux varies more slowly than velocity in regions where

the topography is changing rapidly, one would expect the

magnitude of the derivatives of q, which appear in the

CM truncation error expression, to be less than the cor-
responding derivatives of u, which appear in the NCM

equation. To verify this, we carried out a scaling analysis

of the leading error terms shown in Eqs. (10) and (11)

using elevation and velocity values taken from eastcoast

results over the continental rise (i.e., a region of high

advection). After correcting for the differences in units

between Eqs. (10) and (11) by dividing by the water col-

umn depth, we found that the truncation error for the
CM advective terms is two orders of magnitude less than

the corresponding terms for the NCM equation. In addi-

tion, if the scaling analysis is repeated for the deep water

portion of the eastcoast domain, where the NCM and

CM equations give similar results (i.e., a region of low

advection, small flux and velocity gradients, and nearly

linear physics), the two truncation error expressions scale

to nearly identical values.
Physical arguments, simulations, and analysis thus

lead us to believe that local truncation error is less for

the CM equation than the NCM equation in regions

of high advection. It then follows that the local mass

balance error must also be less for the CM equation in

these regions. To wit, in the limit as Dx and Dt tend to-
ward zero, truncation error disappears and the discrete

solution approaches the continuum solution (sans
roundoff errors), so one would expect that local mass

balance errors, as computed from direct integration of

the continuum equations, would also tend toward zero.

This is indeed the case. Increasing the resolution for sim-

ulation results shown in Fig. 4a and Fig. 5a decreases

both the local spatial truncation error and the local mass
balance error at the same rate.

If the advective terms do indeed dominate the error

behavior (mass balance or spatial accuracy), one would

expect less error if they were omitted from the equation

(a quasi-linear simulation). The simulations used to pro-

duce Fig. 4a were re-run without these advective terms;

the results show that the peak local mass balance errors

are 40% less than those shown in Fig. 4a. In addition, if
one removes the remaining non-linear terms from the

equations and runs a full linear simulation, the local

mass balance errors diminish only slightly from simula-

tions with just the advective terms excluded, thus sug-

gesting that the advective terms are the primary

contributor to errors in these regions.

All of this leads us to conclude that the choice of

dependent variable (flux vs. velocity) and the form of
the advective terms (conservative vs. non-conservative)

in the discrete equations are the primary causes for

the difference in behavior between the NCM and CM

simulations, with the CM equation offering increased

accuracy in areas with high advective gradients.

Furthermore, local mass balance error, when measured

by direct integration of the continuity equation, parallels

local truncation error and can thus be used as a surro-
gate variable for local truncation error. As such, among

other applications, it can be used to identify regions

where mesh refinement is necessary. Such a conclusion

is also consistent with earlier studies [14]. It remains to

be demonstrated in this paper that these 1D observa-

tions carry over to 2D simulations.
5. Two-dimensional numerical experiments

5.1. Domains evaluated

In 2D, we examined the behavior of the two formula-

tions of the momentum equation on the quarter annular

harbor (denoted ‘‘quarter annular’’), a fictional grid that

has a well-documented analytical solution, and several
application domains—Bight of Abaco (denoted ‘‘Baha-

mas’’), Western North Atlantic (denoted ‘‘WNAT’’),

Gulf of Mexico, and Persian Gulf.

The quarter annular grid is shown in Fig. 6. Bound-

aries are marked in the figure, with either ocean or land

indicated. The boundary condition for the open ocean

boundary is the M2 tidal constituent with a 1-m ampli-

tude, while the land boundaries are no flow. For the
experiments herein, we utilized a 10 · 10 resolution (ra-
dial divisions · h divisions), which gives a k/Dx of 26, an
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Fig. 6. Quarter annular harbor domain (10 · 10 resolution).

Fig. 7. Persian Gulf domain.
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accepted value in practice [17]. Bathymetry varies from a

minimum of 3 m to a maximum of 19 m with the inner

radius at a distance of 60,690 m and the outer radius
at a distance of 152,400 m.

Fig. 7 shows the Persian Gulf domain, while the three

other application domains (WNAT, Gulf of Mexico and

Bahamas) are shown in Fig. 8. Boundary conditions are

indicated in the figures. Table 2 contains information

regarding parameters, boundary and grid data for each

of the application domains (i.e., number of nodes, range

of nodal spacing, etc.). In all of the domains, the land
boundaries are treated as no flow and the ocean bound-

aries utilize the tidal constituents presented in Table 2.

5.2. Mass conservation

5.2.1. Global mass conservation

We analyzed the impact of the CM equation on glo-

bal mass balance errors utilizing the procedures pre-
sented in Section 3.1. Results are shown in Fig. 9,
which shows the average error over time for both formu-

lations of the momentum equation. (Recall that

throughout this 2D section, the NCM advective terms

are consistent with the GWC equation.) The CM results

show slight to moderate decreases in the global mass

conservation errors in four of the domains. In two do-
mains, the WNAT and the Gulf of Mexico (LTEA res-

olution), we observe that the NCM equation produces

slightly better or similar results to the CM equation.

In the WNAT domain, the similar error behavior is

due to the fact that the majority of the domain is in dee-

per water where the non-linear terms do not play a sig-

nificant role; these 2D WNAT results parallel the 1D

results for the eastcoast slice (cf. Fig. 3) with the consis-
tent treatment of the advective terms.

Regarding the Gulf of Mexico results, we note that

the LTEA method provides extra resolution on the shelf

break [8,9]. This extra shelf resolution decreases the glo-

bal mass error in the NCM equation results. On the

other hand, the CM equation results are only slightly

less than the k/Dx resolution (Fig. 9, Gulf of Mexico

open bars), which indicates that the CM equation is less
sensitive to the method of node placement on the shelf.

Such behavior is consistent with the 1D experiments and

consistent with the fact that the LTEA uses the velocity-

based NCM truncation errors to determine node

placement.

5.2.2. Local mass conservation

Next we analyzed the impact of the CM equation on
local mass conservation utilizing the procedures pre-

sented in Section 3.1. Results are presented as contour

plots in Fig. 10 with the difference in the mass balance

errors shown on the log scale. In Fig. 10, we include

the bathymetric contours to indicate where the steep

bathymetry gradients occur. Results indicate that the

CM equation reduces the local mass balance errors over

a significant portion of the domain, with the largest
gains occurring in the shelf and shelf break regions. (Ob-

serve the relative amount of blue in the graphs.) This is

most evident in Fig. 10c (WNAT), where we see de-

creases in local mass balance errors (indicated by the

blue area in the graph) with the CM equation along

the continental shelf and shelf break region in the Gulf

of Mexico and along the eastern seaboard of the United

States. In the WNAT and Gulf of Mexico (LTEA reso-
lution) domains, we find that the differences in local

mass balance errors between the two formulations indi-

cate NCM local mass balance errors are less along the

ocean boundaries; land boundaries near the ocean

boundary also have high local mass balance errors that

decrease as one moves away from the ocean boundary.

These results parallel the 1D observations.

We analyzed the influence of the meshing criteria on
local mass balance errors in the Gulf of Mexico by using

the LTEA method to provide extra shelf resolution. (Re-



Fig. 8. WNAT domain with the Gulf of Mexico and Bahamas domains zoomed in.

Table 2

Application domain information

Bahamas Gulf of Mexico WNAT Persian Gulf

Meshing criteria k/Dx k/Dx LTEA k/Dx k/Dx
# nodes 926 11,701 11,934 32,947 8550

# elements 1696 21,970 22,870 61,705 15,724

Min. Bathymetry (m) 1.0 1.0 0.7 3.0 1.0

Max. Bathymetry (m) 9.0 3600.0 3600.0 6000.0 3700.0
Range of nodal spacing (km) 0.8–2.8 1–140 1–72 8–32 1–40

G value (s�1) 0.009 0.009 0.009 0.005 0.01

M2 amplitude (m) 0.395 0.07–0.173 0.07–0.173 0.0652–0.5580 0.496–0.6517

O1 amplitude (m) 0.075 NA NA NA 0.185–0.194

K1 amplitude (m) 0.095 NA NA NA 0.35–0.37

S2 amplitude (m) 0.06 NA NA NA 0.193–0.256

N2 amplitude (m) 0.10 NA NA NA 0.115–0.149

Q1 amplitude (m) NA NA NA NA 0.0036–0.0037

P1 amplitude (m) NA NA NA NA 0.113–0.118

K2 amplitude (m) NA NA NA NA 0.0042–0.0058
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call from Table 2 that the total number of nodes is

approximately the same.) As can be seen in Fig. 10a

and 10b, the CM equation produces less error than the
NCM equation, regardless of meshing technique. This

is notable because the LTEA method is designed to re-

duce truncation errors for velocity-based solutions.
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5.3. Spatial accuracy

Results from the 1D spatial accuracy experiments

indicate that the CM equation does not impact the glo-
Fig. 10. Local mass conservation results for the Gulf of Mexico and WNAT

Red coloring indicates where the NCM equation results are better while the

legend shows the difference between the CM and NCM results on a log scal
bal spatial accuracy significantly; therefore, we only

analyze local spatial accuracy for the 2D domains.

We evaluated the effect of the CM equation on local

spatial accuracy using CAFE curves [16]. Only the ficti-

tious quarter annular domain was studied because the

bathymetry is known from an analytical equation at
all spatial locations. (For real domains, bathymetry is

known only at discrete points from field measurements.

To interpolate between these as the grid is refined intro-

duces additional noise besides truncation errors into the

measured response, so that spatial resolution studies are

inconclusive). Procedures followed in this section are

presented in Section 3.3.3. To obtain the ‘‘true solu-

tion’’, we refined the quarter annular domain until the
convergence criteria was met, which resulted in a resolu-

tion of 200 · 200. Note that CM vs. NCM solutions are

nearly indistinguishable at this fine resolution (k/Dx
ratio over 500).

Tables 3 and 4 present a snapshot of the error levels

obtained from the CAFE analysis for the quarter

annular domain comparing coarse and fine (‘‘true’’) res-

olutions. Spatial resolution is indicated in the tables.
The values in bold type highlight which form of the
domains: (a) GOM—k/Dx, (b) GOM—LTEA and (c) WNAT—k/Dx.
blue coloring indicates where the CM equation results are better. The

e.



Table 3

Elevation error measures

Quarter annular

NCM CM

Resolution comparison 10 · 10 vs.
200 · 200

10 · 10 vs.
200 · 200

Elevation amplitude (absolute)

% Exceeding �0.0015 m (�0.005 ft) 8.4 1.2

% Exceeding 0.0015 m (0.005 ft) 1.3 0.56

% Exceeding ±0.0015 m (±0.005 ft) 9.7 1.8

Elevation amplitude (relative)

% Exceeding �0.5% 0.12 <0.001

% Exceeding 0.5% 0.51 0.051

% Exceeding ±0.5% 0.63 0.051

Elevation phase difference

% Exceeding �0.2� 14 0.0083

% Exceeding 0.2� 2.6 2.5

% Exceeding ±0.2� 17 2.5

Table 4

Velocity error measures

Quarter annular

NCM CM

Resolution 10 · 10 vs.
200 · 200

10 · 10 vs.
200 · 200

Major semi-axis (absolute)

% Exceeding �0.015 m s�1 (�0.05 ft s�1) 0.66 1.0

% Exceeding 0.015 m s�1 (0.05 ft s�1) 0.0062 0.054

% Exceeding ±0.015 m s�1 (±0.05 ft s�1) 0.67 1.1

Major semi-axis (relative)

% Exceeding �1% 75 78

% Exceeding 1% 19 15

% Exceeding ±1% 94 93

Major semi-axis phase difference

% Exceeding �10� 0.086 0.092

% Exceeding 10� 0.14 0.13

% Exceeding ±10� 0.23 0.22

Eccentricity

% Exceeding �0.1 0.29 0.23

% Exceeding 0.1 0.040 0.19

% Exceeding ±0.1 0.33 0.42

Major semi-axis direction

% Exceeding �5� 1.3 1.4

% Exceeding 5� 0.23 0.19

% Exceeding ±5� 1.5 1.6
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momentum equation provides the least error. This data,

combined with an analysis of the full CAFE plots

(not shown), reveals that the CM equation signifi-

cantly improves the elevation response over the entire
domain. For four of the five velocity components, the

CM and NCM algorithms have very similar errors,

while for one velocity component (major semi-axis,

absolute), NCM is better over much of the domain.

Altogether, the CM algorithm shows improved local

spatial accuracy.
5.4. Stability

Lastly, we analyzed the impact of the CM equation

on stability using the procedures presented in Section

3.2. Results for all of the domains show no impact on

stability due to the CM equation. In fact, we found that
the two momentum equations produced a nearly identi-

cal maximum allowable time step. Therefore, the CM

equation does not influence stability, a result that is sim-

ilar to the 1D findings.
6. Conclusions

Herein, we analyzed the impact of using the flux-

based, conservative form of the momentum equation in-

stead of the velocity-based, non-conservative form to

compute the depth-averaged velocities in 1D and 2D

GWC-based shallow water models. Our hypothesis in

this study was that the use of the conservative momen-

tum equation would improve both global and local mass

conservation, eliminate the need to reformulate the
advective terms between the GWC and NCM equations,

and lessen the need for extensive refinement in areas

with steep bathymetry gradients. Through a set of exten-

sive numerical experiments, supported with truncation

error analysis, we show that the use of the conservative

momentum equation does improve global mass conser-

vation in most simulations, and it greatly improves local

mass conservation in regions of steep topography for all
of the domains, as measured in the finite volume sense.

Paralleling the local mass balance results, local spatial

accuracy also improves. The analysis in Section 4.5 dem-

onstrates that both the choice of dependent variable and

the form of the advective terms in the discrete equations

causes a difference in behavior between the NCM and

CM simulations, with the CM equation offering in-

creased accuracy in areas of high advective gradients.
Also, local mass balance error, when measured by direct

integration of the primitive continuity equation, paral-

lels local truncation error and can thus be used as a sur-

rogate variable for local truncation error. As such,

among other applications, it can be used to identify re-

gions where mesh refinement is necessary. Furthermore,

the use of the conservative form of the momentum equa-

tion eliminates the need for reformulating the advective
terms between the governing equations. However, re-

sults are inconclusive regarding the third hypothesis,

that is, for some simulations the LTEA mesh does

not impact the CM results, while in others the LTEA

mesh reduces both NCM and CM local mass balance

errors.

In the end, the significant decrease in local mass

balance error and corresponding increase in local spa-
tial accuracy for the CM formulation, with no loss of

global spatial accuracy and stability, provides sufficient
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evidence for its use in GWC-based, finite element shal-

low water models.
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