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As phase-averaged spectral wave models continue to grow in sophistication, they are applied more fre-
quently throughout the ocean, from the generation of waves in deep water to their dissipation in the
nearshore. Mesh spacings are varied within the computational domain, either through the use of nested,
structured meshes or a single, unstructured mesh. This approach is economical, but it can cause accuracy
errors in regions where the input parameters are under-resolved. For instance, in regions with a coarse
representation of bathymetry, refraction can focus excessive wave energy at a single mesh vertex, causing
the computed solution to become non-physical. Limiters based on the Courant–Friedrichs–Lewy (CFL)
criteria are proposed for the spectral propagation (refraction and frequency shifting) velocities in SWAN.
These limiters are not required for model stability, but they improve accuracy by reducing local errors
that would otherwise spread throughout the computational domain. As demonstrated on test cases in
deep and shallow water, these limiters prevent the excessive directional turning and frequency shifting
of wave energy and control the largest errors in under-resolved regions.

� 2012 Elsevier Ltd. All rights reserved.
1. Motivation

Wind-generated ocean waves are impacted by variability in
ambient currents and depths. The statistical properties of the
waves, such as their significant heights and peak periods, are mod-
ulated by directional turning (refraction) and (Doppler-like) fre-
quency shifting. On a local scale, these phenomena are
pronounced over extended tidal flats with shoals and channels or
near oceanic islands with shores sloping to great depths over a
short distance. On a larger scale, current-induced refraction and
frequency shifting occur in oceanic currents such as the Gulf
Stream. The proper representation of these processes is a critical
component of wave hindcasting and forecasting.

It is inefficient for computational models to resolve the phases
of individual waves on large domains, especially when they are ex-
tended to shelf and oceanic scales. Instead, wave generation mod-
els consider a phase-averaged, statistical description of the wave
field, in which the wave energy is conserved. In the presence of
ambient currents, the conserved quantity becomes the wave ac-
tion, or the ratio of energy to relative frequency (Whitham, 1974;
Phillips, 1977; Mei, 1983). Several operational wave models have
been developed to conserve wave action, notably WAM (WAMDI
Group, 1988; Komen et al., 1994), WaveWatch III (Tolman, 2009),
SWAN (Booij et al., 1999; Ris et al., 1999), STWAVE (Smith et al.,
2001) and the WWM (Hsu et al., 2005; Roland, 2009).

Most operational models now include the necessary parameter-
izations to describe the entire evolution of the wave field from gen-
eration through transformation to dissipation. Thus, as these
models mature, they are applied throughout the ocean. Models
that were applicable traditionally in deep water are now extended
to the coastline and beyond, e.g., the application of WAM to Liver-
pool Bay (Brown, 2010) and the Orkney Islands (Bertotti and
Cavaleri, 2012), both in the United Kingdom. And models that were
applicable traditionally in the nearshore are now extended to the
shelf break and beyond, e.g., the application of SWAN to storm
hindcasts in the Western Pacific (Babanin et al., 2011). Further
advances in computing power have also enhanced the coupling
of these spectral wave models to circulation models (Kim and
Yamashita, 2008; Bunya et al., 2010; Bennis et al., 2011; Brown
et al., 2011; Dietrich et al., 2011a).

To propagate waves from deep to shallow water, spectral wind-
wave models have varied mesh spacings within the computational
domain through the nesting of multiple structured meshes. The re-
cent extension to unstructured meshes has allowed resolution to
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vary over several orders of magnitude within a single mesh (Hsu
et al., 2005; Qi et al., 2009; Zijlema, 2010). These meshes (either
nested-structured or single-unstructured) allow sufficient resolu-
tion within the region of interest, but not universally, as the mesh
spacings are increased in the far-field to reduce the computational
cost. This tendency is perhaps magnified in the case of unstruc-
tured meshes constructed with high levels of resolution along a
specific stretch of coastline, but relatively lower levels of resolution
along distant coasts or islands. The resolution may thus become
coarser than in a corresponding structured mesh.

In any numerical model, accuracy errors occur where the mesh
spacings are insufficient to resolve gradients in the input parame-
ters or the computed solution. For instance, when the refraction
process is under-resolved in a wave model, energy can become fo-
cused unrealistically at a single mesh vertex, causing the signifi-
cant wave heights to become non-physical. The optimal solution
to correct these errors would seem to be to increase the geographic
and/or spectral resolution so that all of the physical processes are
resolved sufficiently throughout the entire domain. However, it is
not always economical or feasible to increase resolution far from
the region of interest. Another possible solution is to enable selec-
tively the physical processes. For example, the authors have em-
ployed the unstructured-mesh version of SWAN in several recent
hurricane validation studies, with wave refraction enabled within
the northern Gulf of Mexico but disabled in the Caribbean Sea
and the Atlantic Ocean (Dietrich et al., 2011a,b, 2012).

A more robust solution is limiting of the spectral propagation
velocities, especially the directional turning rate, based on the Cou-
rant–Friedrichs–Lewy (CFL) parameter. In models with explicit
solution schemes, this parameter can be used to select an appropri-
ate time step, or to limit the refraction to prevent errors when
using larger time steps. For example, in WaveWatch III, propaga-
tion in h-space is limited so that the CFL parameter does not exceed
a default value of 0.7 (Tolman, 2009). This limiting allows Wave-
Watch III to propagate long waves in shallow water without the
need for extremely small time steps, by effectively reducing the
bottom slope. Limiting is not required for stability in models with
implicit solution schemes, such as SWAN, but it may become nec-
essary for accuracy reasons. Previous efforts to address this prob-
lem in SWAN have focused on a similar reduction in the bottom
slope or an alternative formulation of the turning rate in terms of
the wave number. These alternative treatments are available to
SWAN users, but they are not robust in all applications.

We propose CFL-based limiters for refraction and for frequency
shifting in the spectral propagation velocities in SWAN. These lim-
iters are evaluated for idealized test cases and realistic applica-
tions, in both deep and shallow water. In under-resolved regions,
the largest errors are removed when the turning rate is limited.
Non-physical significant wave heights of 150 m or larger are re-
moved in deep water, while non-physical peak periods of 31 s (cor-
responding to the lowest-resolved frequency bin) are removed in
the nearshore. The proper selection of the limiting CFL parameter
is problem-dependent, but guidance is provided for a variety of
meshes and applications. It is emphasized that these limiters can-
not eliminate the inaccuracies that are caused by insufficient reso-
lution, but they can control the largest accuracy errors in under-
resolved regions and prevent them from spreading throughout
the computational domain.
2. Methods

2.1. Simulating waves nearshore (SWAN)

SWAN represents the wave field as a phase-averaged spectrum
(Booij et al., 1999; Ris et al., 1999). The wave action density
Nðt; k;u;r; hÞ evolves in time (t), geographic space (with longitudes
k and latitudes u) and spectral space (with relative frequencies r
and directions h), as governed by the action balance equation:

@N
@t
þ @

@k
½ðcg;k þ ukÞN� þ cos�1 u

@

@u
½ðcg;u þ uuÞN cos u�

þ @
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½chN� þ @
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where~cg ¼ ðcg;k; cg;uÞ is the group velocity, ~u ¼ ðuk; uuÞ is the ambi-
ent current, and ch and cr are the propagation velocities in the h-
and r-spaces. The velocity ch represents bottom- and current-in-
duced refraction, optionally supplemented with a diffraction
approximation. The velocity cr represents Doppler-type frequency
shifting due to currents and time-varying depths. Diffraction would
be handled separately (Holthuijsen et al., 2003), but is not included
in the present simulations.

The propagation velocities in spectral space are derived in the
Appendix A, and they are functions of the total water depth
H ¼ hþ f, where h is the bathymetric depth measured downward
from the mean water level and f is the water surface deviation
from the mean, and the ambient currents ~u ¼ ðuk;uuÞ. The quanti-
ties f and ~u are provided via the ‘tight’ coupling of SWAN with the
ADvanced CIRCulation (ADCIRC) model (Kolar et al., 1994; Luettich
and Westerink, 2004; Dawson et al., 2006; Westerink and Coau-
thors, 2008). The tightly-coupled SWAN+ADCIRC model allows
waves and circulation to be simulated on the same unstructured
mesh and by the same executable program, so that information
can be passed between models via local cache or memory, without
the need for interpolation between heterogeneous meshes (Die-
trich et al., 2011a, 2012).

The source terms Stot represent wave growth by wind; energy
lost due to whitecapping, depth-induced breaking and bottom fric-
tion; and energy exchanged between spectral components due to
nonlinear effects in deep and shallow water. Herein, wind input
is based on the formulation from Cavaleri and Malanotte-Rizzoli
(1981) and Snyder et al. (1981), whitecapping is applied via the
expression of Komen et al. (1984) as modified by Rogers et al.
(2003), and nonlinear quadruplet interactions are computed using
the discrete interaction approximation of Hasselmann et al. (1985).
In shallow water, bottom friction is parameterized via the conver-
sion of spatially-variable Manning’s n values into roughness
lengths (Bretschneider et al., 1986; Madsen et al., 1988; Dietrich
et al., 2011b), while depth-induced breaking is computed with a
spectral version of the model due to Battjes and Janssen (1978)
with the breaking index c = 0.73. Nonlinear triad interactions are
neglected. These source term parameterizations are similar to re-
cent studies using SWAN+ADCIRC, e.g. Dietrich et al., 2011b.

SWAN discretizes the action balance equation via the finite dif-
ference method. A third-order upwind scheme is applied to the
advection terms in geographic space (Stelling and Leendertse,
1992), with a diffusive correction for the garden-sprinkler effect
(Booij and Holthuijsen, 1987). In spectral space, a hybrid scheme
between central and upwind differencing is applied. A Gauss–Sei-
del iterative technique is employed to update the action densities
in geographic space, by ordering the vertices and then sweeping
through them in opposite directions. At each geographic vertex,
the solution is updated within the sector of spectral space corre-
sponding to the sweeping direction (Booij et al., 1999; Zijlema
and van, 2005). This update requires the iterative solution of a pen-
tadiagonal matrix system via the strongly implicit procedure (Fer-
ziger and Peric, 1999). The source terms are linearized and
included in this matrix system. The unstructured-mesh version of
SWAN uses a similar sweeping technique, and the solution in spec-
tral space is identical in the two versions (Zijlema, 2010). This solu-
tion method is implicit and thus unconditionally stable.
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It is interesting to note that the above-described approach is
equivalent to the application of the well-known semi-Lagrangian
approximation, and, in fact, is nothing more than the method of
characteristics. Consider the material derivative of the action den-
sity, but now in Cartesian space:

dN
dt
� @N
@t
þ cx

@N
@x
þ cy

@N
@y

ð2Þ

where ðcx; cyÞ ¼~cg þ~u is the propagation velocity vector. This mate-
rial derivative indicates that the time rate of change is computed
along the wave characteristics:

dx
dt
¼ cx;

dy
dt
¼ cy:

For the purpose of illustration, the spatial derivatives are replaced
by first-order upwind differences on a structured mesh. If cx and
cy are positive during the first sweep (Fig. 1), then Eq. (2) can be
approximated as:
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where Dt is the time step, and Dx and Dy are the mesh spacings in
the x- and y-directions, respectively. Note that the time integration
is based on the first-order implicit Euler scheme. This approxima-
tion can be rewritten as:
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which can be interpreted as an approximation of the material deriv-
ative in Eq. (2), as follows:

Nnþ1
i;j � Nn

i� ;j�

DT

with:
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þ cy

Dy

and:

i� ¼ i� Cx; j� ¼ j� Cy; Cx �
jcxjDt
Dx

; Cy �
jcyjDt
Dy

:

Fig. 1. Numerical scheme for wave propagation in Cartesian space on a structured
mesh, with: (left) the first quadrant for which the waves are propagated, and (right)
the computational stencil.
Note that the CFL parameters, Cx and Cy, are not integers, and there-
fore the point ði�; j�Þ is not a mesh vertex. However, this point lies on
the wave characteristic. The quantity Nn

i� ;j� can be interpreted as the
value of N at time tn in ði�; j�Þ, which is advected in ði; jÞ in a lapsed
time Dt. This value is obtained via interpolation of the surrounding
values in the ðt; x; yÞ-plane. In this case, there is no restriction on
time step Dt because the characteristic lies inside the computa-
tional stencil.

2.2. Limiters on spectral propagation velocities

An important assumption made in the above discussion is that
cx and cy do not vary quickly over a time step while propagating
along the characteristic. This assumption is reasonable because
the wave characteristics are nearly straight lines (over the time
step), as the geographic propagation varies slowly in time. How-
ever, this assumption may not hold for spectral propagation. Wave
refraction due to gradients in bottom slope and ambient currents
can vary quickly in time. Often the associated time scale is much
shorter than the time step used in a numerical simulation. In one
time or distance step, the energy can travel over more than the
directional interval of one sweep (which, in the absence of cur-
rents, is 90� on a structured mesh, see Fig. 1). This behavior is more
likely to occur when the bathymetry is resolved poorly by the
mesh, as will be shown later. A similar effect may be observed in
the frequencies when waves enter an opposing current. If the cur-
rent gradient is large, then energy may be forced to shift over more
than one frequency bin in the discretized spectrum as the waves
travel over only on geographic element.

Thus, for physical consistency, the waves must be prevented
from crossing the boundaries of a quadrant in spectral space. As
noted previously, unpublished efforts to address excessive direc-
tional turning in SWAN have focused on limiting the bottom slope,
i.e., through the selection of b such that:

H� � Hi;j 6 bHi;j

where Hi;j is the depth at the vertex of interest, and H� is the depth
at a neighboring vertex. This treatment is similar conceptually to
that used by WaveWatch III (Tolman, 2009) in that the effective
reduction in bottom slope allows long waves to propagate in shal-
low water. Another effort focused on replacing the treatment of
the turning rate ch with an alternative formulation in terms of the
wave number (Rogers et al., 2007). However, practical experience
with these limiters has shown that they are not robust, especially
when the gradients in bottom topography and/or ambient currents
become large. The corresponding problem of excessive frequency
shifting has not been addressed previously and will be discussed
in this work.

The approach herein limits the total directional turn or total fre-
quency shift to about one spectral bin as the waves propagate over
a geographic element, not for reasons of stability but for reasons of
accuracy. The CFL parameters based on DT;Dh (directional bin) and
Dr (frequency bin) for directional turning and frequency shifting
are as follows:

Ch �
jchjDT

Dh
6 ah ð3Þ

and:

Cr �
jcrjDT

Dr
6 ar ð4Þ

with ch the turning rate and cr the frequency shifting (as discussed
in the Appendix A), and ah;ar the maximum CFL parameters de-
fined by the user. Note that Eqs. (3), (4) are not required for the sta-
bility of the method, but rather they contribute to remove the
largest accuracy errors in under-resolved regions. Thus, it is not re-



Fig. 2. Bathymetry (m) of the near-circular shoal test case, with fine (top) and
coarse (bottom) mesh resolution.
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quired to select ah 6 1 and ar 6 1 because of the implicit solution in
SWAN.

For instance, in a large-scale application with a desired time
step, the user may apply coarsely-resolved, nested meshes or a sin-
gle unstructured mesh with varying resolution. Both the mesh
spacings and the time step may be too large to represent the wave
refraction process. The value of ch in the shallowest mesh vertex
may become too large due to gradients in bottom slopes over a
mesh spacing, so that wave energy will change over multiple direc-
tional bins or even the directional sector. Limitations would then
be:

jchj < ahDh
1
Dt
þ jcxj

Dx
þ jcyj

Dy

� �

and:

jcrj < arDr 1
Dt
þ jcxj

Dx
þ jcyj

Dy

� �
:

The time step Dt is neglected in stationary conditions. Often the de-
sired time step (with typical values of 10 min or larger) is such that
the term 1=Dt can also be neglected in non-stationary conditions,
leading to limitations that are slightly more restrictive, and thus
provide a safety margin in the CFL parameters:

jchj < ahDh
jcxj
Dx
þ jcyj

Dy

� �
ð5Þ

and:

jcrj < arDr jcxj
Dx
þ jcyj

Dy

� �
ð6Þ

Similar expressions can also be written in geographic ðk;uÞ space.
The proper selection of ah and ar in Eqs. (5), (6) will limit the spec-
tral propagation velocities, and thus prevent wave energy from
turning and/or shifting excessively during a single time step. These
limiters are not activated automatically by SWAN, but rather they
are enabled at the discretion of the user. The results presented here-
in support a selection in the range of 0:25 to 0:5, but the user may
specify any values to balance control of the non-physical behavior
and energy propagation.

It is noted that the user’s ability to select the values of the lim-
iters is an advancement over previous efforts. However, it must be
stressed that these limitations are a survival measure and may af-
fect locally the solution. For instance, when the turning rate is lim-
ited and the largest accuracy errors are removed, the wave energy
is still allowed to propagate to other regions. In some cases, this
propagation behavior may be desirable. For example, in the circu-
lar-shoal and elliptic-mound test cases that follow, the limiters al-
low wave energy to propagate past submerged features in ways
that are similar to the propagation behavior on meshes with suffi-
cient levels of resolution. But it is possible to envision scenarios in
which, by preventing directional turning and/or frequency shifting,
wave energy would be sent into regions where it would not travel
naturally. In those cases, the computed solution can only be im-
proved by resolving the physical processes through careful discret-
ization in time, geographic and spectral space.

3. Results

In the following sections, the limiters are evaluated for applica-
tions in deep and shallow water. Unless otherwise noted, these
simulations utilize natural bathymetric gradients, ambient cur-
rents, and wave-induced currents and set-up. The SWAN time step
and coupling interval are 600 s. The solutions on unstructured
meshes utilize the default SWAN convergence criteria. SWAN iter-
ates until 95 percent of the vertices in the global domain have con-
verged, to a maximum of 20 iterations. Refraction and frequency
shifting are allowed everywhere, unless limited as noted.
3.1. Circular shoal

Before evaluating the limiters in test cases including realistic
bathymetry, source terms and ambient currents, they are evalu-
ated first in an idealized test case in which waves are refracted
over a near-circular shoal (Fig. 2); this case was designed to match
a similar feature in the southern California Bight (Rogers et al.,
2007). For this idealized case, the source terms Stot are set to zero
in Eq. (1), and the ambient and wave-induced currents and set-
up are neglected. At the north, west and south boundaries, a direc-
tional JONSWAP spectrum (c ¼ 3) is imposed with Hs ¼ 0:5 m,
Tp ¼ 15:2 s, a mean direction of �65� (measured clockwise from
geographic north), and the cosine power m ¼ 14 (i.e., directional
spreading is 15�).

Two structured meshes are employed: a fine rectangular mesh
with Dx ¼ Dy � 300 m, and a coarse rectangular mesh with
Dx ¼ Dy � 3000 m (Fig. 2). The spectral domain is discretized with
33 frequency bins that are distributed logarithmically from
0.05–1 Hz, as well as constant directional bins with Dh ¼ 10�. The



Fig. 3. Contours of significant wave heights (m) and mean wave directions (�), without the ch-limiter, on the fine (top row) and coarse (bottom row) mesh resolutions.
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simulation is performed first on both meshes without a limiter on
ch; Fig. 3 depicts the significant wave heights and mean wave
directions throughout the domain. Note the waves are refracted
strongly behind the shoal on the finely-resolved mesh. When the
simulation is repeated on the coarse mesh, the waves refract pre-
maturely on the shoal.

When the turning rate is limited with ah ¼ 0:35 (Fig. 4), the pre-
mature refraction is eliminated on the coarse mesh and the solu-
tion is qualitatively similar to the unlimited solution on the fine
mesh. (Note that this is the largest value of ah for which the
coarse-mesh solution is a good approximation of the fine-mesh
solution.) To demonstrate that the turning rate limiter does not af-
fect adversely the solution on the fine mesh, the limiter is applied.
The solutions on the fine mesh are identical, regardless of whether
the turning rate is unlimited or limited, suggesting that the fine
mesh resolution is sufficient to capture the refraction process.
However, it is possible to envision scenarios in which the limiter
would affect the solution on a fine mesh, especially if the user se-
lects a value that conflicts with the existing CFL conditions.
3.2. Submerged mounds in deep water

Submerged mounds are prevalent within the Caribbean Sea and
the southern Atlantic Ocean, as well as other regions of the world,
where the islands and surrounding bathymetry can have steep gra-
dients. These gradients are difficult to represent in computational
meshes without high levels of horizontal resolution, but this reso-
lution can be inefficient when the focus is on larger-scale processes
in these basins. For instance, this region may be included in a mod-
el domain to allow tides to propagate correctly into the Gulf, or to
allow the dissipation of swell that has been generated elsewhere.
The mesh resolution must provide an economical representation
of the bathymetric variability in this region.
3.2.1. Elliptic mound
An idealized representation of a submerged mound is shown in

Fig. 5(a), with conditions selected to be similar to those described
in the Katrina hindcast in the following section. This test domain
spans 7:5� longitude and 3� latitude, and it contains a submerged
mound with a width of 0:2�, a length of 0:6�, and a rotation angle
of 45� (so that its major and minor axes are not aligned with lines
of constant longitude and latitude). The bathymetric depth is
1000 m but slopes upward to 200 m at the top of the mound. In
ADCIRC, a current of 0.1 m s�1 is specified from north to south,
while in SWAN, an incoming wave is specified at the north bound-
ary with a JONSWAP spectrum characterized by a peak enhance-
ment parameter c ¼ 3:3, a significant height Hs ¼ 10 m, a peak
period Tp ¼ 15 s, a mean direction of 270� (southward), and a
directional standard deviation of 30�. The source terms are ne-
glected in SWAN for this test case.

This domain is discretized (Fig. 5(b)) via the application of an
unstructured mesh with near-uniform spacing of 0:15�. The mesh
is required to position a vertex at the top of the mound (with a
bathymetric depth of 200 m), but otherwise the finite elements
are generated automatically by the Surface-water modeling solu-
tion (SMS, <http://www.aquaveo.com/sms>) software. Bathymetry
is interpolated linearly from the idealized conditions. The spectral
domain is discretized with 30 frequency bins that are distributed
logarithmically from 0.031–0.55 Hz, as well as constant directional
bins with Dh ¼ 2�. (Note that this directional discretization was
necessary to replicate the non-physical behavior on this relatively
simple test domain.)

The ambient currents are relatively small, with values of
0.1 m s�1 slightly north and south of the submerged mound, and
a value of 0.2 m s�1 above it. The bathymetric gradients are the pri-
mary cause of the turning of wave energy in spectral space. When
the spectral propagation velocities are unlimited (Fig. 5(c)), the Hs

range upward to 195 m over the mound, and they propagate west-

http://www.aquaveo.com/sms


Fig. 4. Contours of significant wave heights (m) and mean wave directions (�), with ch limited and ah ¼ 0:35, on the fine (top row) and coarse (bottom row) mesh resolutions.
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ward (and perpendicular to the mean direction that was specified
at the northern boundary). This non-physical response is caused by
excessive refraction. In Fig. 6(b), the variance densities are shown
in spectral space for the geographic vertex above the mound. The
excessive refraction pushes wave energy into an extraneous peak,
which ranges upward to a maximum of 772 m2/Hz/� and has a
direction of 147� (westward).

The solution improves dramatically when the turning rate ch is
limited via the selection in Eq. 5 of ah ¼ 0:5 (to match the analysis
for the Katrina test case that follows). The variance densities
(Fig. 6(c)) have a peak direction of 270� (southward), and their
magnitudes are reasonable. The corresponding significant wave
heights (Fig. 5(d)) decrease smoothly from the Hs ¼ 10 m specified
at the northern boundary. The submerged mound does not cause
the solution to deteriorate and become non-physical.

A benefit of this test case is that it can be refined in geographic
space to provide a ‘true’ solution. The original solution is compared
to an unlimited solution on an over-resolved mesh with geographic
spacings decreased by a factor of 1=8, and bathymetry re-interpo-
lated from the idealized conditions. The limited solution on the ori-
ginal mesh (Fig. 6(c)) is nearly identical to the true solution on this
over-resolved mesh (Fig. 6(a)). To obtain guidance on the proper
selection of ah, the limiter was varied over several orders of mag-
nitude, and global error norms were computed relative to the true
solution on the over-resolved mesh. The root-mean-square (RMS)
error was computed as:

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

NP

XNp

i¼1

ðPi;coarse � Pi;fineÞ2
vuut

and the L1 norm was computed as:

L1 ¼maxðPi;coarse � Pi;fineÞ
where NP is the number of geographic vertices on the original mesh,
and Pi are the integrated wave parameters (either Hs or Tp) on the
original and fine meshes. The errors with respect to the CFL param-
eter Ch are shown in Fig. 7. When the turning rate is unlimited, the
corresponding CFL parameter is Ch ¼ 34 above the mound, and the
Hs errors of RMS ¼ 27 m and L1 ¼ 180 m confirm problems with the
solution throughout the domain. When Ch ¼ ah ¼ 2, the solution is
still reasonable, as the Hs errors are decreased to RMS ¼ 0:02 m and
L1 ¼ 0:4 m. The ‘true’ solution on the fine mesh has a maximum
Ch ¼ 2:5, which explains the improvement in behavior on the
coarse mesh when the limiter is less than that value. The coarse-
mesh errors remain constant for smaller limiters, including
ah ¼ 0:5.
3.2.2. Hurricane Katrina (2005) in the Caribbean Sea
Katrina was an especially large and devastating storm, as it

reached Category 5 on the Saffir–Simpson scale within the Gulf,
and it made landfall in Louisiana and Mississippi as a Category 3
storm. It created waves with significant heights that were mea-
sured at 17.5 m within the deeper Gulf, and the 8.8 m storm surge
along the Mississippi coastline was the largest ever measured in
the United States (Knabb et al., 2005; Ebersole et al., 2007). A wind
field for Katrina was developed through the assimilation of mea-
sured winds in the inner core by using the National Oceanic and
Atmospheric Administration (NOAA) Hurricane Research Division
Wind Analysis System (H*WIND) (Powell et al., 1996, 1998) and
then blending with Gulf-scale winds using an Interactive Objective
Kinematic Analysis (IOKA) system (Cox et al., 1995; Cardone and
Cox, 2009). These wind fields have been applied to hindcasts of
Katrina in previous studies using ADCIRC and SWAN+ADCIRC
(Ebersole et al., 2010; Bunya et al., 2010; Dietrich et al., 2010,
2011a, 2012), with a particular focus on the system’s response in
the northern Gulf and within Louisiana, Mississippi and Alabama.



Fig. 5. The submerged mound test domain, with panels of: bathymetry (m) from (a) idealized conditions and (b) as interpolated to the unstructured mesh, and maximum
significant wave heights (m) with (c) unlimited propagation velocities and (d) the turning rate limited with ah ¼ 0:5. In panel (c), the Hs range upward to 195 m.
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These studies have led to the assessment of coastal flooding risk
and the design of levee protection systems (Ebersole et al., 2007;
FEMA, 2009; USACE, 2009).

The focus herein is the SWAN-computed wave behavior in the
southern Gulf, the Caribbean Sea and the Atlantic Ocean, i.e., far
from the typical region of interest. The Katrina hindcast is simu-
lated on the Eastcoast 2001 (EC2001) unstructured mesh (Fig. 8),
which was created during the development of a tidal constituent
database (Mukai et al., 2002), and thus its resolution is sufficient
to propagate the tidal signal from the specified ocean boundary
at the 60 �W longitude, across the Atlantic Ocean and Caribbean
Sea, and into the resonant Gulf. Mesh spacings range from 20–
25 km in the Atlantic Ocean, to 15–20 km in the deeper Gulf, to
5–8 km on the continental shelves, to 1 km or less near southern
Louisiana. Recently, higher-resolution meshes for hurricane storm
surge have been extended from this mesh, by increasing the reso-
lution within the Gulf to 4–6 km and adding inland coverage (Bu-
nya et al., 2010; Dietrich et al., 2011b). Even in those newer
meshes, though, the resolution outside the Gulf has remained the
same. The EC2001 mesh contains 492,179 triangular elements.

The Katrina wind fields are applied for a 7-day simulation. The
spectral space in SWAN is discretized with 36 directional bins with
spacing 10� and 40 frequency bins with logarithmic spacing over
the range 0.031–1.42 Hz. The frequencies are discretized logarith-
mically so that the ratio Df=f ¼ 0:1, because the quadruplet nonlin-
ear interactions are computed via the discrete interaction
approximation that is tuned to that ratio.

The maximum significant wave heights during the simulation
are shown in Fig. 9(a). Along Katrina’s track in the Gulf, the wave
heights are reasonable and range upward to about 17 m. The larg-
est waves correlate strongly with the strongest winds to the north-
east of the track, and these large waves spread throughout the Gulf.



Fig. 6. Variance densities (m2/Hz/�) in spectral space at the geographic vertex above
the submerged mound, with panels corresponding to: (a) unlimited propagation
velocities on a mesh with extra resolution in geographic space, (b) unlimited
propagation velocities on the original mesh, and (c) the turning rate limited with
ah ¼ 0:5. The frequencies are discretized to 0.55 Hz, but they are shown to a
maximum of only 0.15 Hz to highlight the behavior at small frequencies. In panel
(b), the variance densities range upward to a maximum of 772 m2/Hz/� , while in
panels (a) and (c), they range to about 3 m2/Hz/� .
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However, away from the track, the computed SWAN solution be-
comes non-physical. The maximum Hs become as large as 150 m
in the southern Gulf, the Caribbean Sea, and into the Atlantic
Ocean. This behavior is also experienced outside of the extents of
the wind field, where the forced wind velocities are zero.

A closer examination shows the non-physical behavior is
caused by the wave refraction reacting unfavorably with the
EC2001 mesh bathymetry. Fig. 10 shows an example within the
Caribbean Sea. This region lies outside the coverage of the wind
forcing, and thus the significant wave heights should be negligible.
Fig. 10a shows the most recent bathymetry from the ETOPO1 data-
base (Amante and Eakins, 2009, <http://www.ngdc.noaa.gov/mgg/
global/global.html>), while Fig. 10(b) shows the EC2001 mesh
bathymetry, which was interpolated from an earlier ETOPO5 data-
base with less resolution (Mukai et al., 2002). The mesh bathyme-
try provides a fair match to the observations, with several
submerged mounds in otherwise deep water. The submerged
mound in the center of the image is represented by a sole vertex
Fig. 7. RMS (blue) and L1 (red) errors on the submerged mound test domain, with panels
relative to an over-resolved solution after one day of simulation. When the turning rate
Ch ¼ 2:5 for the fine-mesh solution). (For interpretation of the references to colour in th
with a depth of about 240 m, while its neighboring vertices have
depths that range from 700–1400 m. The mesh spacings near the
mound are about 0.15�. Note that this resolution is coarser than
in other hindcasts of Katrina, especially on structured meshes,
e.g., the regular 0.1� mesh employed by Wang and Oey (2008).

Waves are generated by the winds within the Gulf and then
propagate elsewhere. In this region, the swell approaches the sub-
merged mounds and refracts due to the gradients in bathymetry.
This refraction is excessive over the central mound, as the Hs reach
a maximum of 83m at that mesh vertex, and then propagate east-
ward (Fig. 10(c)). The mesh spacings are insufficient to resolve the
refraction process in this region. This behavior is repeated farther
away from the Gulf, as the mesh spacings grow too large to repre-
sent the refraction over the spatially-varying bathymetry of the
Caribbean Sea and Atlantic Ocean. As noted earlier, this problem
has been addressed previously by disabling the refraction in these
regions. Now the turning rate is limited (as in Fig. 9(b)) with
ah ¼ 0:5, which is the largest value for which the non-physical
behavior is eliminated. The significant wave heights are near zero
outside the extents of the wind field, while the solution near the
track remains unchanged.

3.3. Complex bathymetry in the nearshore

Coastal regions often contain complex geometries, steep bathy-
metric gradients, small-scale islands and channels, etc., which re-
quire high levels of resolution. As waves approach these coastal
regions, gradients in the bottom topography or ambient currents
cause the waves to turn and shift in spectral space. Depending
on the local forcing and the representation of geographic features,
waves can refract excessively in what would otherwise be consid-
ered the ‘high-resolution’ region of a computational mesh.

3.3.1. Coastal ridge
An idealized example of a coastal ridge is shown in Fig. 11(a).

This test case is a rectangular 0:1� domain that reproduces the
shoaling of waves over a coastal ridge, as in the hindcast of Hugo
(1989) in the section below. The depths range from 15 m in the
southeast corner of the domain to 0.5 m in the floodplain to the
northwest, with the ridge having a height of 1.5 m above sea level.
Forcings are selected to simulate an incoming storm surge. In AD-
CIRC, the water levels are raised by 2 m and a current of 2 m s�1 is
specified at the south boundary. In SWAN, an incoming wave is
specified at the south boundary with a JONSWAP spectrum charac-
terized by a peak enhancement parameter c ¼ 3:3, a significant
height Hs ¼ 6 m, a peak period Tp ¼ 15 s, a mean direction of 90�
of significant wave heights (left) and peak wave periods (right). Errors are computed
ch is unlimited, the CFL parameter Ch ¼ 35 at the top of the mound (compared with
is figure legend, the reader is referred to the web version of this article.)

http://www.ngdc.noaa.gov/mgg/global/global.html
http://www.ngdc.noaa.gov/mgg/global/global.html


Fig. 8. The EC2001 mesh, with panels of (a) bathymetry (m), and (b) unstructured mesh resolution (m).
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(northward), and a directional standard deviation of 30�. A con-
stant, northward wind speed of 30 m s�1 is applied to both models.

The domain is discretized on an unstructured mesh with ele-
ment sizes that vary from about 200 m offshore to about 100 m
at the ridge and inland (Fig. 11(b)). A line of vertices is placed along
the top of the ridge, but otherwise the finite elements are gener-
ated automatically by the SMS software. This mesh contains
15,449 geographic elements. Bathymetry is interpolated linearly
from the idealized conditions. The spectral domain is discretized
with 30 frequency bins that are distributed logarithmically from
0.031–0.55 Hz, as well as constant directional bins with Dh ¼ 1�.
(Note that this directional discretization is small in comparison
to studies on real domains, but it was necessary to replicate the
non-physical behavior on this relatively simple test domain.)

A ‘true’ solution was developed by refining this mesh until the
solution did not change. This fine mesh contains 3,064,699 geo-
graphic elements, and the resolution along the ridge is decreased
to about 6 m. When the incoming waves encounter the shallow
bathymetry and ultimately move over the ridge, they experience
an increase in their peak periods. This behavior is captured on
the fine mesh (Fig. 11(c)), where the peak periods increase to about
24 s at the ridge. However, on the original mesh (Fig. 11(d)), the
peak periods increase to only about 17–18 s along most of the
ridge, indicating that the original resolution is insufficient to



Fig. 9. Maximum significant wave heights (m) during the Katrina hindcast on the EC2001 mesh, with panels of: (a) unlimited spectral propagation velocities, and (b) the
turning rate limited with ah ¼ 0:5. In each panel, the large black box indicates the extents of the wind field, while the small black box in the Caribbean Sea indicates the
extents of the zoom shown in Fig. 10. The hurricane track is also indicated.
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capture the refraction and peak frequency shifting processes. In-
stead, at a few vertices along the ridge, the peak periods increase
to 31.86 s, the maximum discretized period in this test.

These non-physical peak periods are the result of the turning
and shifting of wave energy into smaller discretized frequencies.
The variance densities at a geographic vertex near the coastal ridge
are shown in Fig. 12. On the fine mesh, the variance densities are
smooth and have their largest values at a frequency of about
0.0625 Hz, corresponding to a peak period at this location of about
16 s as the waves begin to shoal over the coastal ridge. Most of this
behavior is replicated on the original mesh (Fig. 12(b)), although
the solution is not smooth, and an extraneous peak is located east-
ward and at a smaller frequency. The variance densities are three
orders of magnitude larger at this extraneous peak in spectral
space. When the refraction and frequency shifting are limited
(Figs. 12(c) and (d)), this peak is removed and the computed solu-
tion is smooth and reasonable, although the variance densities are
asymmetric and centered at a different frequency in comparison to



Fig. 10. Details of the Katrina hindcast within the Caribbean Sea, with panels of: (a) bathymetry (m) from the 1 arc-minute ETOPO1 database (Amante and Eakins, 2009); (b)
bathymetry (m) in the EC2001 mesh, as interpolated from the ETOPO5 database (Mukai et al., 2002); and (c) maximum significant wave heights (m) with unlimited spectral
propagation velocities. When the turning rate is limited with ah ¼ 0:5 (not shown), the maximum significant wave heights are negligible throughout this region.
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the solution on the fine mesh. This behavior is evident in the peak
periods in Figs. 11(e) and (f), as their values of 16–18 s are smaller
than the ‘true’ solution with peak periods up to 24 s. The limiters
improve the computed solution by preventing excessive refraction
and frequency shifting, but they are not a substitute for increased
mesh resolution in geographic space.

The depth-limited breaking prevents the significant wave
heights from growing to the same large values as in the previous
section, and thus the global RMS and L1 errors for Hs are con-
strained (Fig. 13). However, when the velocities are unlimited,
the peak periods have an RMS error of about 2 s and an L1 error
of about 16 s. When the limiters are enabled so that ah 6 5, the
solution improves so that the peak periods have an RMS error of
about 0.7 s and an L1 error of about 7 s. This maximum error is still
large, and it reflects the difference in the shoaling over the coastal
ridge between the original and fine meshes. When the frequency
shifting is also limited with ar, the errors are nearly identical for
this test case.

The authors stress that the first choice for improving the
accuracy of the computed solution should always be to increase
the mesh resolution. However, as this test case demonstrates,
that choice is not always economical. In order to remove com-
pletely the non-physical behavior caused by the excessive wave
refraction, the original mesh must be refined so that the element
sizes are about 6 m on the coastal ridge. This refinement in-
creases the overall size of the mesh by a factor of about 200,
and the ADCIRC time step must be reduced by a factor of 50
to maintain stability. These refinements have obvious implica-
tions on computational cost. If the available computing resources
do not support this level of refinement, then the spectral propa-
gation velocity limiters can control economically the largest
errors.



Fig. 11. The shallow-water test domain, with panels of: (a) idealized bathymetry (m), (b) bathymetry (m) interpolated to the unstructured mesh, (c) ‘true’ peak wave periods
(s) on an over-resolved mesh, and peak wave periods (s) on the original mesh with (d) unlimited propagation velocities, (e) the turning rate limited with ah ¼ 0:25, and (f)
both velocities limited with ah ¼ ar ¼ 0:25. Peak periods are shown after two days of simulation. The black dot in each sub-figure indicates the geographic location where
variance densities are shown in Fig. 12.
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3.3.2. Hurricane Hugo (1989) in South Carolina
Hugo formed in the Atlantic and reached Category 5 status be-

fore tracking near the Caribbean Sea and over Puerto Rico. It
strengthened again when it returned to the Atlantic Ocean and
made landfall in South Carolina as a Category 4 storm. The eye of
the storm passed over Charleston Harbor, causing extensive flood-
ing in the region. Measurements during the storm show waves
with significant heights ranging to 8.5 m and peak periods ranging
to 16 s as the storm made landfall. The region’s response to Hugo
has been the subject of previous studies, including several with
the structured-mesh version of SWAN (Peng et al., 2006; Xie
et al., 2008; Liu and Xie, 2009).
The focus herein is the effect of the limiters on the unstruc-
tured-mesh version of SWAN on the continental shelf. The Hugo
hindcast is simulated on the South Carolina (SC12) unstructured
mesh (Fig. 14). In contrast to the EC2001 mesh described above,
a larger percentage of elements in the SC12 mesh are placed within
the region of interest, namely the coastline of South Carolina. The
mesh spacings are 20 km or larger throughout most of the geo-
graphical domain (Fig. 15), but they decrease significantly on the
continental shelf and the coastal floodplains. The smallest mesh
spacings of about 200 m are located in the region near Charleston
Harbor. This mesh was designed for a study of inundation risk,
which requires the development of floodplain maps via the statis-



Fig. 12. Variance densities (m2/Hz/�) in spectral space at the geographic vertex near the coastal ridge, with panels corresponding to: (a) ‘true’ solution on a fine mesh with
extra resolution in geographic space, (b) unlimited propagation velocities on the original mesh, (c) the turning rate limited with ah ¼ 0:25, and (d) both velocities limited with
ah ¼ ar ¼ 0:25. The frequencies are discretized to 0.55 Hz, but they are shown to a maximum of only 0.15 Hz to highlight the behavior at low frequencies. In panel (b), the
variance densities range upward to a maximum of 12 m2/Hz/� , while in panels (c) and (d), they range to about 0:018 m2/Hz/� .

Fig. 13. RMS (blue) and L1 (red) errors on the shallow-water test domain, with panels of significant wave heights (left) and peak wave periods (right). Errors are computed
relative to an over-resolved solution after two days of simulation. When the turning rate ch is unlimited, the CFL parameter Ch ¼ 296 at the top of the ridge. The errors are
nearly identical when both ch and cr are limited (not shown). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
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tical combination of results from simulations of hundreds of theo-
retical storms, all with varying tracks, intensities, forward speeds,
etc. (FEMA, 2012).

The SC12 mesh contains 1,073,925 triangular elements. The
Hugo wind fields are applied for an 8-day simulation. The spectral
space in SWAN is discretized with 36 directional bins with con-
stant spacing of 10� and 30 frequency bins with logarithmic spac-
ing over the range 0.031–0.547 Hz. The SWAN time step and
coupling interval are increased to 20 min. A wind field was devel-
oped for Hugo using a similar methodology to that described above
for Katrina (Powell et al., 1996, 1998; Cox et al., 1995; Cardone and
Cox, 2009; FEMA, 2012).

Hugo was an intense storm, even as it made landfall, and it cre-
ated large waves that devastated the coastline of central South Car-
olina. These waves are predicted by the SWAN+ADCIRC hindcast on
the SC12 mesh to have significant heights ranging to 20 m near the
hurricane’s track, and peak periods ranging to 16–18 s offshore.
When the spectral propagation velocities are unlimited
(Figs. 16(a) and (b), the computed SWAN solution is reasonable
with respect to the significant wave heights. The bathymetry is
better resolved in the nearshore, and the waves are depth-limited,
so there are not any visible inaccuracies caused by excessive
refraction. However, starting at the coastline and moving inland,
large regions see peak periods of 31.86 s. These long waves are
non-physical.

The turning rate must be limited with ah 6 0:25 (Fig. 16(d))
to remove the non-physical peak periods throughout much of
the region. There are a few exceptions, most notably in the re-
gion near Isle of Palms, South Carolina (Fig. 17). The Dewees, Ca-
pers and Price Inlets connect the Atlantic Ocean to a complex
system of channels, sounds and bays, which require higher levels
of mesh resolution than are available due to the project con-
straints during the development of the SC12 mesh. Energy shifts
excessively to focus at the smallest discretized frequency bin,
and the peak periods jump to 31.86 s. These incorrect wave peri-
ods are evident at the coastal ridge and especially in the back
bays. When the frequency shifting is also limited with
ar ¼ 0:25, the non-physical peak periods disappear completely
within this region (Fig. 17(c)) and and throughout the domain
(Fig. 16(f)).



Fig. 14. The SC12 mesh, with panels of (a) bathymetry (m) relative to NAVD 88 (2004.65), and (b) unstructured mesh resolution (m).
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4. Conclusions

This work proposes and evaluates CFL-based limiters for the
spectral propagation velocities in SWAN. These limiters prevent
the excessive directional turning and frequency shifting that can
occur on coarsely-resolved computational meshes. On a simplified
test case on regular meshes without source terms or ambient cur-
rents, the limiter was shown to prevent waves from refracting pre-
maturely over a circular shoal on a coarse mesh, and it also did not
harm the computed solution when employed on a fine mesh with
sufficient resolution to capture the refraction process.
In test cases in deep water, excessive directional turning can fo-
cus energy at a single mesh vertex and create significant wave
heights of 150 m or larger. And in test cases in the nearshore,
where the significant wave heights are depth-limited, excessive
current-induced frequency shifting can push wave energy to the
smallest discretized frequency bin and create peak wave periods
of 30 s or larger. The limiters were shown to prevent these behav-
iors. With ah ¼ 0:5, excessive refraction of swell during a Katrina
hindcast was eliminated at locations in the Caribbean Sea and
the Atlantic Ocean. And, with ah ¼ ar ¼ 0:25, excessive directional
turning and frequency shifting of swell and wind-waves during a



Fig. 15. Unstructured mesh resolution (m) in the region near South Carolina in the SC12 mesh. Black boxes indicate the extents of the zooms shown in Figs. 16,17. The
hurricane track is also indicated.

Fig. 16. Maximum values for significant wave heights (m) and peak wave periods (s) near Charleston Harbor during the Hugo hindcast on the SC12 mesh. The significant
heights are shown in the left column in panels (a), (c) and (e); and the peak periods are shown in the right column in panels (b), (d) and (f). The top row of panels (a) and (b)
are results with unlimited spectral propagation velocities; the middle row of panels (c) and (d) are results with the turning rate limited with ah ¼ 0:25; and the bottom row of
panels (e) and (f) are results with both velocities limited with ah ¼ ar ¼ 0:25.
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Hugo hindcast was controlled at locations along the coastline of
South Carolina.
The results herein support the selection of limiters in the range
of 0:25 to 0:5, but the proper selection of the limiters is



Fig. 17. Details of the Hugo hindcast near Isle of Palms, South Carolina, with panels of: (a) bathymetry (m) in the SC12 mesh; (b) maximum peak wave periods (s) with the
turning rate limited with ah ¼ 0:25; and (c) maximum peak wave periods (s) with both velocities limited with ah ¼ ar ¼ 0:25.

100 J.C. Dietrich et al. / Ocean Modelling 70 (2013) 85–102
application-dependent. If the limiters are utilized, then the mod-
eler is advised to select values as large as possible, to control the
largest accuracy errors without too much restriction on the wave
propagation. Some applications may allow for limiters larger than
unity, for instance.

When the available computing resources do not allow for the
highest levels of mesh resolution, the limiters can control the larg-
est accuracy errors due to directional turning and/or frequency
shifting in under-resolved regions. However, it is emphasized that
the limiters do not eliminate these errors, and thus they are not a
replacement for finer mesh resolution. The optimal discretization
will permit ch and cr to attain the large values required by the
physical situation (as in the presence of steep bottom slopes or
strong current gradients). This careful discretization can be
achieved by either increasing the spectral resolution (increase Dh
and/or Dr) and/or decreasing the geographic resolution (decrease
Dx and Dy). However, the former option seems hypothetical as it
is restricted by the need to resolve the spectrum and by the tuning
conditions of the discrete interaction approximation. Refining the
geographic resolution is therefore the preferred option.
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Appendix A

The propagation velocities in spectral space are defined as
(Whitham, 1974; Phillips, 1977; Mei, 1983):
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where ðs;mÞ are left-turning spatial coordinates chosen so that s is
in the wave direction h and m is perpendicular, ~k ¼ ðj~kj cos h;
j~kj sin hÞ is the wave number vector, H is the total water depth, cg

is the group velocity, and ~u ¼ ðux;uyÞ are the ambient currents.
An expression for @r=@H can be obtained through differentia-

tion of the dispersion relationship to obtain:
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With this substitution in Eqs. (A1), (A2), the propagation velocities
can be converted from the ðs;mÞ system to Cartesian coordinates
ðx; yÞ as follows:
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Finally, Eqs. (A3), (A4) can be converted to spherical coordinates
(with longitudes k and latitudes u in degrees) by using the follow-
ing relations:

dx ¼ R cos udk; dy ¼ Rdu

where R is the radius of the earth. Substitution yields:
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where ~u ¼ ðuk;uuÞ are the ambient currents in geographic space.
However, the expression for ch in Eq. (A6) does not account for
the change of propagation direction relative to true north when
traveling along a great circle. Clairaut’s equation:

R cos u cos h ¼ C

where C is a constant, is differentiated with respect to the coordi-
nate s in the wave direction h to obtain:
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¼ 0:

With the following substitutions:
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the following expression can be written for dh=dt:
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where ðck; cuÞ ¼~cg þ~u is the geographic propagation velocity. This
expression also holds for deep water and the absence of currents,
so it can be added to the turning rate ch, and the Eqs. (A5), (A6)
become:
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which are the spectral propagation velocities expressed in spherical
coordinates with longitudes k and latitudes u.
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